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ABSTRACT ---- World Wide Web consists of more than 50 billion pages online. The advent of the World Wide Web caused a dramatic increase in the 
usage of the Internet. The World Wide Web is a broadcast medium where a wide range of information can be obtained at a low cost. A great deal of the 
Web is replicate or near- replicate content.  Documents may be served in different formats: HTML, PDF, and Text for different audiences. Documents 
may get mirrored to avoid delays or to provide fault tolerance. The problem of finding relevant documents has become much more prominent due to the 
presence of duplicate data on the WWW. This redundancy in results increases the users’ seek time to find the desired information within the search 
results, while in general most users just want to cull through tens of result pages to find new/different results. This survey paper has a fundamental 
intention to present an review of the existing literature in duplicate and near duplicate detection of general documents and web documents in web 
crawling. 

Index Terms -- Duplicate Content, De-duplication, Near Duplicate , Replicate,  Search Engine, Web Crawling, Web Mining   

 ——————————      —————————— 
1. Introduction  

With the drastic development of World Wide Web (WWW) 
information is being accessible at the finger tip anytime 
anywhere through the massive web repository. The Web is 
now the primary source of information for many people 
[7].Over 80% of Web searchers uses Web search engines to 
locate online information or services [17]. The voluminous 
amount of web documents has resulted in problems for 
search engines leading to the fact that the search results are 
of less relevance to the user. In addition to this, the 
presence of duplicate and near-duplicate web documents 
has created an additional overhead for the search engines 
critically affecting their performance [9]. Standard check 
summing techniques can facilitate the easy recognition of 
documents that are duplicates of each other (as a result of 
mirroring and plagiarism).  
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The efficient identification of near duplicates is a vital issue 
that has arose from the escalating amount of data and the 
necessity to integrate data from diverse sources and needs 
to be addressed. Though near duplicate documents display 
striking similarities, they are not bit wise similar [20]. Web 
search engines face considerable problems due to duplicate 
and near duplicate web pages. These pages enlarge the 
space required to store the index, either decelerate or 
amplify the cost of serving results and so exasperate users. 
Thus algorithms for recognition of these pages become 
inevitable [17]. Due to high rate of duplication in Web 
document the need for detection of duplicated and nearly 
duplicated documents is high in diverse applications like 
crawling [10], ranking [21], [24], clustering [26], [7], [11], 
archiving and caching.  

2. DUPLICATE DOCUMENT AND NEAR      
DUPLICATE 

In any web search, it is fairly likely that some documents 
that are returned are very similar. For example, the same 
documents may exist on several servers or in several users’ 
directories. One very frequent example of this is the Java 
API documents from Sun which are found on almost every 
Java developer’s machine. Since these are very well known 
and described, they are very easy to eliminate using any of 
the existing techniques. However, more difficult cases 
occur when there are several versions of the same 
document on various servers. The same document is found 
in several forms, such as HTML and PDF. Duplicate 
document analysis is carried out only when both of the 
following conditions are true: 
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• The collection employs the link-based ranking model. 
This model is applicable to crawlers that crawl Web sites 
like the Web crawler or Web Sphere Portal crawler. 

• Collection-security is disabled. 

When two documents comprise identical document 
content, they are regarded as duplicates. Files that bear 
small dissimilarities and are not identified as being “exact 
duplicates” of each other but are identical to a remarkable 
extent are known as near-duplicates. More precisely, 
finding Web pages that are almost, but not exactly the same 
for billions of documents is a very time-consuming task. In 
practice, the task can easily take days (if not weeks 
depending on the data set size), even with powerful 
distributed computing infrastructures and after trading 
accuracy for efficiency (e.g. by reducing document 
dimensionality). 

3. Related Work 

Recently, the detection of duplicate and near duplicate web 
documents has gained popularity in web mining research 
community. Very few research papers have suggested 
methodologies for duplicate near duplicate detection both 
in general documents and the web documents obtained by 
web crawling. Broder et al. [4] have suggested a technique 
for the estimation of the degree of similarity among pairs of 
documents is known as shingling. He has suggested a 
technique, in which all sequences of adjacent words are 
extracted. If two documents contain the same shingles set 
they are treated as equivalent and if the shingles set 
overlaps, they are considered as exact similar. Fetterly et al. 
[9] use five-gram as a shingle and sample 84 shingles for 
each document. Then the 84 shingles are built into six super 
shingles. The documents having two super shingles in 
common are considered as nearly duplicate documents. 
Yun Ling [25] developed a method to detect and delete near 
duplicated web pages; priority-based on text information. 
By this method, an algorithm to extract text information of 
web pages by DOM tree and a priority based algorithm for 
detecting near duplicated text information are 
implemented, so as to reduce the noise of web pages and 
hence to improve the efficiency of detecting near duplicated 
text information. Narayana et al. [19] presented an 
approach for the detection of near duplicate web pages in 
web crawling. Near duplicate web pages are detected 
followed by the storage of crawled web pages in to 
repositories. The keywords are extracted from crawled 
pages and on the basis of these keywords; the similarity 
score between two pages is calculated. The documents are 
considered as near duplicates if its similarity score satisfies 

a threshold value. Midhun Mathew et al. [16] offered a 
novel idea for the detection of near duplicate web pages. It 
uses a three stage algorithm in which the similarity 
verification is based on Singular Value Decomposition 
(SVD) [18] using angle threshold . But SVD requires more 
complicated Mathematical operations on TDW matrix 
along with the conversion of Jaccard threshold t into angle 
threshold which increases the algorithm complexity as well 
as the practical difficulties in measuring the angle. He 
introduce a new technique called MWO for similarity 
verification which directly works on Jaccard threshold and 
it reduces the complexity of the algorithm. Yerra and Yiu 
Kai Ng [23]  presented new approach that performs copy 
detection on web documents .Their copy detection 
approach determines the similar web documents, similar 
sentences and graphically captures the similar sentences in 
any two web documents. Besides handling wide range of 
documents, their copy detection approach is applicable to 
web documents in different subject areas as it does not 
require static word lists. Jalbert and Weimer [15] proposed 
a system that automatically classified duplicate bug reports 
as they arrived to save developer time .Their system 
predicted duplicate status by utilizing surface features, 
textual semantics, and graph clustering. Gong et al. [12] 
proposed the SimFinder, an effective and efficient 
algorithm to identify all near duplicates in large-scale short 
text databases. The three techniques, namely, the ad hoc 
term weighting technique, the discriminative-term selection 
technique, the optimization technique are included in this 
SimFinder algorithm. It was illustrated that the SimFinder 
was an effective solution for short text duplicate detection 
with almost linear time and storage complexity by the 
experiments conducted. Hui Yang et al. [22] proposed an 
algorithm DURIAN which explored the use of simple text 
clustering and retrieval algorithms for identifying near- 
duplicate public comments. DURIAN identifies form letters 
and their edited copies in public comment collections by 
employing a traditional bag-of-words document 
representation, document attributes ("metadata"), and 
document content structure.  

4. Duplicate Document Detection Algorithms 

Andrei Z. Broder [2] proposed a method that can eliminate 
near-duplicate documents from a collection of hundreds of 
millions of documents by computing independently for 
each document a vector of features less than 50 bytes long 
and comparing only the vectors rather than entire 
documents. Provided that m is the size of the collection, the 
entire processing takes time O (m log m). The algorithm 
illustrated has been successfully implemented and is 
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employed in the context of the AltaVista search engine, 
currently. 

Ahmad M. Hasnah [1] presented a novel data reduction 
algorithm employing the concept analysis which can be 
used as a filter in retrieval systems like search engines to 
eliminate redundant references to the similar documents. A 
study was performed on the application of the algorithm in 
automatic reasoning which effected in minimizing the 
number of stored facts without loosing of knowledge, by 
the authors. Their results illustrate that besides reducing 
the user time and increase his satisfaction; there was a good 
increase in precision of the retrieval system 

Bar Yossef et al. [3] presented a novel algorithm, Dust 
Buster, for uncovering DUST (Different URLs with Similar 
Text) . They intended to discover rules that transform a 
given URL to others that are likely to have similar content. 
Dust Buster employs previous crawl logs or web server 
logs instead of probing the page contents to mine the dust 
efficiently. It is necessary to fetch few actual web pages to 
verify the rules via sampling. Search engines can increase 
the effectiveness of crawling, reduce indexing overhead, 
and improve the quality of popularity statistics such as 
Page Rank, which are the benefits provided by the 
information about the DUST. 

Cho et al. [5] presented a new algorithm for efficiently 
identifying similar collections that form what they call a 
similar cluster. They made tradeoffs between the generality 
of the similar cluster concept and the cost of identifying 
collections that meet the criteria, during the development of 
their definitions and algorithm. The specific definition of 
what a human would consider a similar cluster cannot be 
captured by any definition of similarity as it is certain that 
more than one human would probably not agree any. 
However, their definition and cluster growing algorithm 
improved crawling and result displaying. They illustrated 
that in case of large web graphs: the work of a crawler can 
be reduced by 40%, and results can be much better 
organized when presented to a user, thus proving the high 
utility of their definition and algorithm.  

Manku et al. [13] made two research contributions in 
developing a near-duplicate detection system intended for 
a multi-billion page repository. Initially, they demonstrated 
the appropriateness of Charikar's fingerprinting technique 
[5] for the objective. Subsequently, they presented an 
algorithmic technique Simhash to identify the existing f-bit 
fingerprints that varies from a given fingerprint in at most 
k bit positions, provided that value of k is small. They 
added the concept of feature weight to random projection 
.Features are computed using standard IR(Information 

Retrieval) techniques like tokenization , case folding, stop-
word removal stemming and phrase detection. With 
simhash high dimensional vectors are transformed into f -
bit fingerprint where f is small-sized fingerprints.   

Y. Bernstein, J. Zobel [25] introduced a SPEX algorithm for 
efficiently identifying shared chunks in a collection. The 
fundamental observation behind the operation of SPEX is 
that if any sub chunk of a given chunk can be shown to be 
unique, then the chunk is its entirely must be unique. For 
example, if the chunk 'quick brown' occurs only once in the 
collection then there is no possibility that the chunk 'quick 
brown fox' is repeated. The algorithm can be extended to 
any desired chunk size l by iteration, at each phase 
incrementing the chunk size by one. It is able to provide an 
accurate representation of duplicate chunks of length u in a 
time proportional to (uv), where v is the length of the 
document collection  
 
 
5. Conclusion 
 
Web contains duplicate pages and mirrored web pages in 
abundance. The problem of finding relevant documents has 
become much more prominent due to the presence of 
duplicate and near duplicate data on the WWW. This 
redundancy in results increases the users’ seek time to find 
the desired information within the search results, while in 
general most users just want to cull through tens of result 
pages to find new/different results. The efficient 
identification of duplicate and near duplicates is a vital 
issue that has arose from the escalating amount of data and 
the necessity to integrate data from diverse sources and 
needs to be addressed. In this paper, we have presented a 
comprehensive review of researches of Duplicate/Near 
duplicate document detection both in general and web 
crawling.   
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